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Hiebert SM. Teaching simple experimental design to undergraduates: do your students understand the basics? Adv Physiol Educ 31: 82–92, 2007; doi:10.1152/advan.00033.2006.—This article provides instructors with guidelines for teaching simple experimental design for the comparison of two treatment groups. Two designs with specific examples are discussed along with common misconceptions that undergraduate students typically bring to the experiment design process. Features of experiment design that maximize power and minimize the effects of interindividual variation, thus allowing reduction of sample sizes, are described. Classroom implementation that emphasizes student-centered learning is suggested, and thought questions, designed to help students discover and name the basic principles of simple experiment design for themselves, are included with an answer key.

DO YOUR STUDENTS understand the basics of experimental design? Do they really know what a control is? Do they know which statistical test to use when comparing two treatment groups, and do they know which groups to compare? In the course of teaching an intermediate level course in animal physiology over the past decade, I have become aware that these concepts are poorly understood by most undergraduates, and that even an entire 3-h class session devoted to this subject is rarely enough to completely replace the deep-seated misconceptions that many students hold about even the simplest experimental designs. Judging from my interactions with high school science teachers, these misconceptions are not limited to undergraduate students; they subsequently persist both in graduate school and in published physiological research, weakening the rigor and potentially increasing the cost of investigation (4, 5, 16, 28). In this article, I describe the content of a 3-h laboratory class in which students are asked to design an experiment to determine whether chicken embryos are endothermic or ectothermic. The specific procedures and theoretical basis of this experiment are described in greater detail in the companion article “Are chicken embryos endotherms or ectotherms?” (10). However, the general concepts, discussion plan, and thought questions are applicable to any experiment in which the effects of two treatment conditions are being compared.

Most students know that an experiment should contain a control, but many find it difficult to define exactly what a control is. A high school science teacher in a recent laboratory workshop said that, in general, a control is “the animal doing nothing,” by which she meant that the animal is in its home cage where it is not exposed to any features of the experimental treatment, not even the features for which the experiment needs to be controlled. Students often have difficulty both in verbalizing the general way in which a control is related to experimental treatments as well as in specifying the appropriate control(s) for a particular experiment. Many also believe that there must always be a specific treatment group that is designated as a control and that the only permissible way to create these different treatment groups is by random assignment. Students who have taken a statistics course may know more about statistical tests, but they don’t always remember how to apply them to an appropriate experimental design. For example, once students are introduced to the statistical power of the paired t-test, they are eager to design experiments that use this test but frequently fail to incorporate adequate controls. A typical experiment design proposed by students is one in which levels of some physiological variable are measured first to get a baseline reading; these baseline measurements are then compared with measurements on the same individuals in response to a later treatment. Students are surprised to learn that such an experiment cannot, in fact, tell us whether the experimental treatment had any effect.

As those of us who are not full-time statisticians know from personal experience, it is far more effective to learn experimental design and statistical analysis in the context of an actual experiment. I find that the most effective incentive is an experiment that students must design to address a question to which they do not know the answer. Thus, I use a student-designed experiment on chicken embryo metabolism as an opportunity to teach the basics of simple experimental design and correct some of these misconceptions.

Classroom Implementation

I use the design process described here as the second 3-h laboratory session in a three-session module in which students learn laboratory techniques (session 1), design an experiment (session 2), and perform the experiment (session 3). Many implementations are possible, however, and some alternatives are discussed in Ref. 10.

The overall goal of the 3-h experiment design session is to reduce teacher-centered instruction and engage students in active learning as much as possible (3, 20, 21). I begin the laboratory session by providing a brief overview of the three types of t-tests (two-sample, paired, and one-sample t-tests). Most students entering the course in which I use this laboratory exercise have had previous practice with at least two of these t-tests. Armed with this information, students in each laboratory section (12 students) are asked to break into groups of two or three students. Each group is asked to arrive at a single design that meets the following criteria:

1. The experiment must use measurements of respiration rates (V̇O2) at different temperatures to determine whether 17-day-old chicken embryos are endotherms or ectotherms.
2. The experiment must be properly controlled.
3. The results should be analyzed with one of the t-tests we have discussed.
4. The experiment must be completed within one 3-h laboratory session with the available equipment.

During the student-centered design process, I am prepared to provide handouts with the relevant additional information that the students will need to design a realistic biological experiment. In the case of the chicken embryo metabolism experiment, such information includes the safe range of temperatures for avian embryos (abstract from Ref. 26; 16–41°C) and the time that might be required between measurements for temperature equilibration (egg cooling curve, Fig. 2 in Ref. 10). The rationale for giving this information to students when they ask for it rather than at the beginning of the design session is that in real experiments, investigators are not presented with all the information they need at the outset. Students who learn to think logically about what they need to know before proceeding, and who can formulate specific questions that they can answer by consulting the instructor or literature, are better prepared to launch their own independent projects later in the course.

After each student group has finished this task, one group is chosen to share its design with the class. The design process progresses as this first design is modified to (or replaced by) a mutually agreed upon design in a discussion moderated by the instructor. As a starting point for the group discussion, it is actually instructive to choose a design with flaws, so that the class can engage in a discussion about how to improve the design to meet the requirements of the experiment. In the process of revising the design, I ask students to come up with some “rules” (general principles) for experimental design that they can apply to future experiments as well.

The thought questions presented at the end of this article can be used in a variety of ways to support the design process. They may be assigned, for example, as preparatory or followup homework. However, in my laboratory, I prefer students to work on at least some of these questions in small groups during the class period, when I am available for discussion. This means that relevant student questions can be addressed immediately and can serve as a learning experience for everyone in the class, not just the student who posed the question. Each time I lead an experimental design session, the discussion takes a slightly different course. I assign individual questions when the concept covered by that question becomes relevant to the discussion; students break into small groups to answer the question(s) before reviewing the answers as a class and moving on to the next stage of the design process.

In the weeks following an intensive session on experiment design, do not be surprised if your students need further reinforcement to establish firmly the concepts introduced in this lesson. Practice is essential. In my course, students write a strong-inference protocol after each design session. Writing this short but important document helps students to process what they have discussed in class, prepares them for performing the experiment, and provides ideas and text for the final laboratory report. For a general discussion of the strong-inference protocol and specific examples for the chicken embryo metabolism experiment, see the companion article (10).

Classroom outcomes. To ensure that students have engaged with the concepts on their own before participating in the small-group discussions, they are asked to bring a draft experimental design to class on the day that we design our chick embryo metabolism experiment. Although I do not grade these draft designs, I collect them because they serve as a useful gauge of students’ prior knowledge and proficiency in experimental design. In a typical laboratory section of 12 students, only 1 or 2 students will have produced a well-designed experiment in which they have explained controls explicitly. Of the remaining students, roughly one-half will have designed an experiment with unclear controls, with wording such as “of course we would have to include controls” but without explaining what treatment the controls would undergo. The remaining designs typically incorporate obvious flaws, such as measuring all embryos at one temperature and then all of the embryos at another temperature.

Despite the need for periodic reinforcement of the concepts they have learned, students who have completed the 3-h experimental design session for the chicken embryo metabolism laboratory are better able to design future experiments and to do so faster. Three weeks after the chicken embryo metabolism exercise, the entire laboratory section goes on to design a second experiment concerning the effect of temperature on lizard locomotion. This time, it takes only ~20 min of class time for students to design a well-controlled experiment that all members of the class can readily agree on. These two laboratory exercises are designed to prepare students for an independent project that they will undertake individually or in small groups in the second half of the semester. As with the lizard locomotion exercise, students appear readily able to apply the general concepts that they have learned from the chicken embryo experiment to other experimental problems. An example is provided by a student who approached me at the very beginning of the semester with the concern that she had never designed an experiment before and that she was therefore worried about her ability to complete the independent project that would be required of her later in the semester. When it came time for the independent project, however, she formulated an interesting question and designed a well-controlled experiment without any instructor assistance.

Experimental Designs for Comparing Two Treatment Groups

Two types of experimental designs typically emerge from the classroom discussion during a design session.

Design 1: control group. The general design of this experiment (Fig. 1A) calls for dividing subjects into two groups, one of which is designated the control. Baseline measurements on all animals at a starting condition are used to create balanced treatment groups (see Creating treatment groups). The experimental group is then exposed to the experimental treatment, while controls are maintained at the starting condition under which baseline measurements were made. A second set of measurements is then made on all animals. The data are analyzed by comparing this second set of measurements between control and experimental animals with a two-sample t-test.

EXAMPLE FOR THE CHICKEN EMBRYO METABOLISM EXPERIMENT.
The rate of oxygen consumption (V\textsubscript{O\textsuperscript{2}}) of all 12 eggs is measured at one ambient temperature (usually 38°C, the normal incubation temperature for chicken eggs). Eggs are then divided into balanced groups (see Creating treatment groups) based on baseline V\textsubscript{O\textsuperscript{2}}. A randomly chosen one of these groups...
Fig. 1. Graphical depiction of two experimental designs for comparing two groups in a test for the effect of an independent variable at two levels ($X_1$ and $X_2$) when measurements of the dependent variable are made at two different times (time 0 and time 1). Note that students often confuse figures that show experimental treatments (such as those here) with figures that show the results of the experiment; the latter would be depicted as the dependent variable ($Y$) graphed against the two levels of the independent variable ($X_1$ and $X_2$), as in Figs. 3, 4, or 6A. 

**Design 1** (A) uses a control group to control for time-dependent extraneous variables such as previous handling, habituation, learning, and developmental age, whereas **design 2** (B), also known as a crossover design, uses treatment order to control for time-dependent extraneous variables without designating any one treatment group as the control group. Each design is shown with the statistical analyses that are possible and that are appropriate (shown in bold) for determining the effect of the independent variable of interest. In the specific context of the chicken embryo metabolism experiment, the independent variable is ambient temperature, with suggested values of $X_1 = 38^\circ$C, $X_2 = 23^\circ$C, and time $t = 90$ min for the second measurement of $Y$ [rate of oxygen consumption ($V\dot{O}_2$)]. In design 1, comparison A (paired $t$-test) tells us the effect of the entire treatment on the dependent variable ($V\dot{O}_2$). Comparison B (two-sample $t$-test) tells us the effect of the independent variable (temperature) alone; it is the only comparison that needs to be tested statistically to answer the question. Comparison C (paired $t$-test) tells us about the effects of the extraneous variables for which we are controlling. In design 2, the question is answered by using a paired $t$-test to compare the values of the dependent variable ($V\dot{O}_2$) of all embryos between the two levels of the independent variables (38 and 23°C). The dashed-line circles indicate that the test compares measurements obtained in the two conditions. Because the analysis considers only the differences between the two measurements from each individual, this powerful design eliminates the “noise” resulting from differences between individuals.

**Example for the Chicken Embryo Metabolism Experiment.** The $V\dot{O}_2$ of each embryo is measured at each of two ambient temperatures (38 and 23°C are convenient, as above). Six of the embryos are measured first at 38°C and then at 23°C, while the other six embryos are measured at the same times but in the reverse order of temperature treatments. As in design 1, the two measurements are separated by 90 min to allow for thermal equilibration.

**General Considerations for Both Designs**

Regardless of which design is ultimately chosen, several important elements should be included in the classroom discussion. Note that a discussion of statistical analysis cannot wait until after the data are collected. Rather, the experiment is designed specifically with statistical analysis in mind, to insure that the data will be suitable for analysis and that the data will actually answer the question addressed by the experiment. See the companion article, “The strong-inference protocol: not just for grant proposals” (9), for further discussion and specific examples.

**Controls.** In both designs, we measure $V\dot{O}_2$ of some or all of the eggs first at one temperature and then at another. It is important to remember, however, that because the two measurements did not occur at the same point in time, temperature is not the only variable that the embryos will have experienced.
differently in the two measurements. Other variables that differ between measurements taken at different times include the 1) total amount of handling, 2) time since first handling, 3) learning, 4) time of day, and 5) when the time difference between measurements is large and/or the animals are developing rapidly, stage of development will be different for measurements taken at different times of the day.

Thus, we need to control for the effects of the time-dependent variables in which we are not interested (the extraneous variables) to gain information about the independent variable of interest (temperature). There are two methods for doing so. The first is to run a parallel control group that receives exactly the same treatment as the experimental group except for the variable of interest (design 1; Fig. 1A). In this case, all of the subjects experience exactly the same amount of handling, are being measured again the same number of hours after first handling, and are being measured at the same times of day and at the same developmental stage. Therefore, the only variable that differs between the control and experimental groups at the second measurement is temperature, and if we compare the VO2 between the two groups at the second time point, any differences should be due to temperature alone. We thus define a control group as a group of animals that receives treatment identical to that of the experimental group except for the independent variable of interest.

The second general method for controlling for extraneous variables is to measure each individual in both experimental conditions (here, high and low ambient temperature) but to randomize the order in which subjects experience these conditions so that any directional effects of the four extraneous variables are averaged and therefore cancel one another out when VO2 is compared between the two temperatures (design 2; Fig. 1B). In this design, there is no group designated as a control; rather, the overall design of the experiment controls for the extraneous variables.

Creating treatment groups: is random assignment always best? Ask any student how individuals should be separated into treatment groups, and he or she will dutifully reply, “Randomly.” Yet, most students are intuitively aware that when a group of organisms is divided into two treatment groups, it would not be a good idea to put all the females in one group and all the males in the other or all the largest individuals in one group and all the smallest in the other. By assigning subjects to treatment groups in a way that avoids creating groups with obvious differences, however, they would be violating the edict of random assignment. Which procedure, then, is the correct one and how can we decide which to use?

First, it must be understood that random assignment is not the goal. The goal is to avoid creating unbalanced samples. Under many conditions, random assignment is the preferred method for achieving this goal (e.g., Refs. 4 and 16). When we have little or no information about the individuals we plan to test, random assignment is the only way to proceed. However, because random assignment is random, occasionally this method will result in unbalanced samples (e.g., one group might contain significantly more males or significantly larger individuals than the other). Even if unintentional, such differences pose problems for interpreting the results of the experiment later on. Consider an experiment in which birds are randomly assigned to two treatment groups. One group is given a hormone treatment, and the metabolic rates of all the animals are then measured to determine whether the hormone has any effect on metabolic rate. If random assignment had, by chance, resulted in two groups that differed substantially in average body mass or sex ratio, this experiment would be unable to separate the effects of mass, sex, and hormone treatment, all of which are known to affect metabolic rate. In other words, the effect of the hormone is confounded with the effects of mass and sex in this experiment. Treatment groups can validly be rebalanced after data have been collected (22), but this procedure is undesirable because it reduces sample size, and thus statistical power, and necessitates a more complex subsequent statistical analysis that is beyond the scope of students just beginning to learn the basics. It is far better to balance groups at the beginning of the experiment, and this is a practice we should be teaching our students explicitly so that they too can get the most from every one of their experiments.

Whether or not an investigator knows about or routinely practices preexperiment balancing seems to be related largely to the particular organisms the investigator studies. When inbred strains of rat of a particular sex and age are being studied, for example, the animals are so similar genetically and physiologically that random assignment to treatment groups is highly unlikely to produce groups with systematic differences. Experimenter who work with wild animals, on the other hand, tend to balance treatment groups as a matter of course, particularly when sample sizes are limited because the animals are rare, difficult to catch, or require elaborate holding facilities. In general, randomized group assignment is preferred when sample sizes are large or when the experimental organisms are very similar. When sample sizes are small and there is considerable interindividual variation, however, creating balanced groups greatly reduces the chances that a variable other than the intended independent variable is responsible for the effects observed. Many students are in fact already familiar with the general principle that the risk of selecting a sample that does not represent the population increases as sample size decreases. They may know this phenomenon as “sampling error,” and may have encountered it in the form of the founder effect in the evolution of small, isolated populations. This is an excellent opportunity to point out that the same principle is at work here.

Far from being an “advanced” technique unnecessary for undergraduates to learn, balancing groups at the outset of an experiment is a basic procedure that can improve the odds of success for any experiment involving small numbers and/or animals with large interindividual differences. Just as it is important to inculcate students with the principles of ethical animal treatment at the earliest possible stage, it is important to train them to design the most effective experiments with the smallest feasible sample sizes. Treatment group balancing is one of the important tools that we can use to comply with the 3 Rs of research–reduce, refine, and replace—as mandated by the Animal Welfare Act and expanded on in the National Institutes of Health Guide for the Care and Use of Laboratory Animals (13).

Which variables should be used to balance treatment groups? If we are interested in the effects of an independent variable on VO2 but we know that individuals vary considerably in their baseline metabolic rates, then baseline VO2 would be the most useful measure for dividing experimental subjects into balanced groups. However, in many experiments, baseline measurements are never made; instead, it is assumed that
random assignment will create evenly matched treatment groups. If this assumption is met, such an experimental design is perfectly adequate. The results of such experiments appear simply as the data that are collected in the measurement at time \( t \) in experimental design 1 (Fig. 1A).

There are some experiments for which baseline measurements of the variable being studied are not practical. For example, it might be useful to know what an animal’s baseline response to an injection of endotoxin (lipopolysaccharide) is before assigning animals to treatment groups in a study of how the response to lipopolysaccharide changes with age or is affected by a particular pharmaceutical agent. However, because animals habituate rapidly and strongly to lipopolysaccharide treatment, the baseline test would severely blunt or possibly even obliterate the response of interest in the experimental test. Even in such cases when information about the variable of interest is not available, it is to the experimenter’s advantage to increase the probability of creating balanced groups by considering other independent variables that are likely to have an impact on an animal’s response in an experiment. Body mass (1, 2, 5, 19), sex (5, 6, 14, 15, 27), age (e.g., 5, 12, 25), and strain or population (4, 24, 25) are four of the most common, most easily determined, and potentially most important variables.

**HOW DO WE KNOW WHEN TREATMENT GROUPS ARE BALANCED?**

Mean and variance in any trait potentially affect the mean and variance of the independent variable, which in turn contribute to the outcome of statistical comparisons. Thus, both parameters should be balanced for each variable being considered. A conservative rule of thumb is to create groups with similar SEs (or variances or SDs) in which the ranges for means ± SE in the treatment groups overlap one another (8). For instructions on how to set up and use a spreadsheet to create balanced groups, see Fig. 2. Once balanced groups have been created, the groups should be randomly assigned to the experimental and control treatments (7). Note that the initial measurements used as the basis for balancing groups (e.g., \( V_{O_2} \)) should be collected in as unbiased a way as possible; alternatively, potentially biased variables can be added to the list of variables to be balanced. Consider, for example, an experiment in which eggs arriving in one carton are numbered 1–12 and those arriving in another carton are numbered 13–24; the \( V_{O_2} \) of the eggs in the first carton is measured first and \( V_{O_2} \) of the eggs in the second carton is measured second. In this case, carton number should be one of the variables balanced.

**Statistical analysis with Student’s \( t \)-test.** When designing their experiment, students are instructed that they may use no more than one \( t \)-test to analyze the results. Each time a \( t \)-test is performed and a maximum value of 0.05 is used as a criterion to determine whether the difference between the two samples is statistically significant, we are accepting a 5% chance that the difference we observe is in fact produced by chance and does not reflect a real difference between the two populations we are comparing. Multiple comparisons requires the use of ANOVA to control for the additional uncertainty introduced by accepting a 5% chance of error (or other limit) for each comparison. The \( t \)-test may be thought of as a special case of the ANOVA for comparisons between just two groups.

**DESIGN 1.** The only \( t \)-test required is a two-sample comparison between the experimental and control groups at the second measurement, as discussed above. In fact, no other comparison will isolate the effect of the independent variable on the dependent variable (see Fig. 1A for a visual explanation).

**DESIGN 2.** In this design, a paired \( t \)-test takes advantage of the additional statistical power offered by measuring each individual in both conditions, thus eliminating from the analysis any

---

**Fig. 2.** Spreadsheet arrangement for creating balanced groups, shown as it would appear in Microsoft Excel in the middle of the process (eggs 2, 4, 7, 10, 12, and 18 have been tentatively assigned to groups, whereas eggs 1, 6, 8, 9, 14, and 15 have yet to be assigned). This example demonstrates the process for creating two groups balanced for the variables of mass and as would be used for design 1 but can be adapted for any number of groups or variables per group. By trial and error, individual rows of data are cut from the “List to Move” and pasted into either of the two treatment group lists [control or experimental (EXPTAL)] so that the groups are matched as closely as possible for both means and SEs for each measured variable. The “Master List” and List to Move are initially identical, but the Master List provides a reference once rows from the List to Move have been cut and pasted into either the control group or experimental group lists. Cells for means and SEs contain formulas that calculate the new means and SEs for each group each time a row of data for an individual egg is moved into or out of a treatment group list. The “AVERAGE” function is used because it will calculate the mean correctly even when some of the cells in the indicated range are empty. SE [or SD (STDEV) the square root (SQRT) of \( \sigma \)] is used rather than the SD because it provides a convenient estimate of whether the two groups are likely to be drawn from the same population (8); as membership in each group grows, the decreasing SE reflects the increasing certainty with which the population mean can be estimated. The goal is to produce groups with similar SEs and in which the ranges of means ± SE for the two groups overlap one another. The formula for SE must be entered by hand as shown; the COUNT function returns the number of filled cells in the indicated range, insuring that the calculation will return the correct value regardless of the number of empty cells in the indicated range.
differences due to an intrinsically high or low \( \text{VO}_2 \) in any particular individual. The paired \( t \)-test computes the difference between the two measurements for each embryo; it then computes the mean of these differences and compares that mean with zero, the mean difference that would result if there were no consistent effect of temperature on \( \text{VO}_2 \) (see Fig. 1B for a visual explanation). The power of the paired \( t \)-test is illustrated in Fig. 3.

Assumptions. A student with data in hand is a student who wants a \( P \) value—and fast! It is important, however, to emphasize to students that they must first determine whether their data meet the assumptions of the test they plan to perform. Students should be in the habit of examining frequency histograms of their data before proceeding with any other kind of analysis.

For the two-sample \( t \)-test, measurements obtained in each condition should be roughly normally distributed (there should be no obvious outliers, the data should not be bimodally distributed, and the data should not be strongly skewed to high or low values). Students frequently make the mistake of plotting frequency histograms of all the data, which will produce a strikingly bimodal distribution if there is a significant difference between the two treatment groups; they must be sure that the data are plotted separately for each group being compared. In the chicken embryo metabolism experiment, this would mean checking the distributions for the data for control embryos separately from the data for experimental embryos. \( t \)-Tests that do not assume equal variances are easiest to use; otherwise, any of several tests offered by your statistical software package can be used to test for heterogeneity of variance; note that \( P \) values of \(<0.05 \) indicate that variances are significantly different.

To test the assumptions of the paired \( t \)-test, data from each individual are reduced to a single value: the difference between the two measurements. The resulting set of differences should be plotted to determine whether they are normally distributed.

If the assumptions of the \( t \)-test are not met, the easiest solution is to substitute a nonparametric test. For example, the Mann-Whitney \( U \)-test may be substituted for the two-sample \( t \)-test or the Wilcoxon matched-pairs test may be substituted for the paired \( t \)-test; your statistical software package may have slightly different choices. Nonparametric tests are less powerful but make no assumptions about the form of the data; instead of relying on distributions around means, which can be strongly affected by outliers, many nonparametric tests use the relative ranks of the data, which are only minimally affected by outliers. Other solutions, such as transforming the data so that the distribution becomes normal, can also be used (23). It is not possible to include a more thorough discussion of the statistical tests and principles referred to here; readers unfamiliar with basic statistics should consult a textbook or other source, such as a *BioStats Basics* by Gould and Gould (8), which includes references to a website where statistical tests can be performed.

General Principles

These are some of the general principles that I hope my students will derive from the exercise of designing a simple experiment. Some of the thought questions included at the end of this article are designed to prompt students to state these principles for themselves. I find that this student-centered method is generally more effective in instilling the principles than simply providing them for students to memorize.

**Principle 1.** To control for time-related variables, one must always compare experimentally treated animals with controls that, with the exception of the independent variable that is being tested, have experienced identical conditions throughout the experiment. A simple before-after comparison within individuals is not valid because it does not control for extraneous time-dependent factors (see thought questions 1, 4, and 6).

**Principle 2.** A control group is a group of animals that receives treatment identical to that of the experimental group except for the independent variable of interest. Similarly, a control treatment is identical to the experimental treatment except for the independent variable of interest (see thought questions 1, 2, and 6–8).

**Principle 3.** A well-designed experiment does not necessarily have a “control group.” If each individual receives all the treatments in random order, there is no specifically designated control group, but the experiment as a whole is controlled (see thought question 6).

**Principle 4.** Some variables, such as temperature, do not have an obvious control condition because it is not possible to design a treatment lacking this variable. In such cases, a controlled experiment compares two treatments that are identical except for the variable of interest (e.g., temperature) (see thought questions 6 and 7).
Principle 5. The goal of random assignment to treatment groups is the creation of balanced groups. However, when sample sizes are small and/or there is large variation among individuals, actively balancing groups before the experiment starts is a more reliable method than random assignment for creating balanced groups (see thought questions 2 and 4).

Principle 6. Experiments that can be analyzed with a paired statistical test are powerful because they eliminate baseline differences among individuals (see thought question 8).

Thought Questions

These questions are designed to help students discover some of the general principles of experimental design and analysis in an active way (see Classroom Implementation for specific suggestions on using these questions to supplement your classroom discussion). Depending on the way in which you use these questions, you may want to change the order of the questions or omit some of them. Suggested answers are shown in italics.

Question 1. The V\(_{O2}\) of 10 frogs was measured shortly after the frogs had been captured in the wild and brought into the laboratory. An insecticide was then added to the aquarium water of all 10 frogs at a dose similar to what the frogs might experience in their natural habitat. After 4 wk of insecticide treatment, the V\(_{O2}\) of the 10 frogs was measured again.

A. The results of the experiment are shown in Fig. 4A. What statistical test would you use to analyze these data? Why? Answer: because the same individuals were measured in both conditions, a paired t-test would be the appropriate test. Students may recognize, and the instructor may want to discuss, that this is an inadequately controlled experiment, since there are no controls for time-dependent variables.

B. From the results shown in Fig. 4A alone, what would you conclude about the effect of this insecticide on the V\(_{O2}\) of the frogs? Answer: results suggest that the insecticide has no effect on the V\(_{O2}\) of the frogs.

C. The results reported in question 1A were in fact only some of the results obtained in this experiment. Actually, 20 frogs were captured for the frog study. The V\(_{O2}\) of all 20 frogs was measured shortly after the frogs had been captured. However, the aquarium water for the second group of 10 frogs was not treated with the insecticide. The V\(_{O2}\) of this control group of 10 frogs was also remeasured after 4 wk. The complete set of results obtained in this experiment is shown in Fig. 4B. Assuming that no mistakes were made in the experiment or in the collection of the data, and that all of the frogs were in equally good health when captured, propose a biological explanation for the results shown in Fig. 4B. Answer: the control animals demonstrate that over time in captivity, V\(_{O2}\) increases. A possible explanation is that the animals may have been affected by the stress of capture and the new captive environment when they were first brought into the laboratory and that as they habituated to this new environment, this response abated and V\(_{O2}\) increased. However, the V\(_{O2}\) of insecticide-treated frogs did not change over time; possible explanations are that the insecticide induced a continuous stress state or that the insecticide directly inhibited V\(_{O2}\) in some other way. Students with more detailed knowledge of the molecular pathways in cellular respiration could be asked to follow up their hypothesis by proposing particular molecular targets of the insecticide.

D. Based on all of the data collected in this experiment, what do you conclude about the effect of the insecticide on the V\(_{O2}\) of the frogs? Answer: the insecticide reduces the V\(_{O2}\) of the frogs.

E. Which sets of measurements did you compare in order to reach your conclusion? Answer: the 4-wk measurements for insecticide-treated frogs should be compared with the 4-wk measurements for the control frogs.

F. What statistical test would you use to make this comparison? Why? Answer: a two-sample t-test should be used because the two treatment groups consist of different individuals.

G. What kinds of variables were unaccounted for in the first data set (Fig. 4A)? Answer: the effects of time-dependent variables, such as habituation to the new captive environment and learning.

H. If you were the CEO of the company that manufactures the insecticide used in this experiment, which results would you want to publish? Answer: although they would misrepresent the experiment, the company might want to publish only the results shown in Fig. 4A because it casts their product in a more favorable light.

I. If you were called to testify as an expert witness against a company that claimed its products were safe on the basis of the results shown in Fig. 4A, what would you tell the jury? Your explanation must make your point clear to 12 nonscientists! Try your explanation out on the rest of the class, and vote for the most effective explanation.

J. Write a general statement or rule for how one should set up and analyze the results of a “before-after” (also known as a “pretest-posttest”) experiment such as this. Write this rule in...
your notebook. Answer: to control for time-related variables, one must always compare experimentally treated animals with controls that, with the exception of the independent variable under investigation, have experienced identical conditions throughout the experiment (see general principles 1 and 2).

Question 2. During the winter, some small mammals are able to reduce their body temperature and metabolic rate for a few hours each day in a hibernation-like state known as daily torpor. A researcher conducted the following experiment to determine whether cortisol, a hormone involved in the steroid stress response, would increase the use of daily torpor by hamsters. Sixteen hamsters were implanted with temperature sensors that provided a continuous record of body temperature. The animals were then divided randomly into two groups, each containing eight animals. During the first week of the experiment, each animal’s body temperature records were used to determine the number of torpor bouts that occurred over that week for each hamster. During the second week of the experiment, one group was given a daily dose of cortisol plus vehicle (cyclodextrin) in the drinking water; the other group consumed drinking water that contained only cyclodextrin. The data from this experiment are shown in Fig. 5.

A. What is meant by “vehicle” in this experiment? Why is it important that both groups of hamsters receive vehicle in their drinking water during week 2 of the experiment? Answer: vehicle refers to the putatively inactive substance(s) added along with the test substance to allow delivery of the test substance to a test subject. Vehicles may be solvents (such as a saline solution), may enhance solubility, or may increase absorption into the body. In this example, cyclodextrins are ring-shaped carbohydrates that can be complexed with insoluble hormones such as cortisol to make them soluble in water. To control for any effects of the vehicle itself, vehicle must be given to the controls as well.

B. Based on the results of this experiment, what would you conclude about the effect of cortisol on daily torpor in hamsters? Answer: it appears that cortisol has no effect because it did not change the number of torpor bouts in either treatment group.

C. In many experiments, animals are divided randomly into two treatment groups; one group is then given the experimental treatment and the other group serves as the control, and a single set of measurements is made on both groups. Which of the measurements shown in Fig. 5 correspond to the data that would be collected in such an experiment? Circle them in Fig. 5.

Under what conditions does such an experiment produce meaningful results? Answer: the data from a single measurement experiment correspond to the two measurements labeled “during treatment.” Such an experiment produces meaningful results when there are no significant differences in the dependent variable between the groups before treatment begins and when the two groups are as similar to each other as possible so that the differences between the two groups after treatment can be attributed to the independent variable (cortisol) and not to other differences between the groups.

D. If you had applied the general rule that you wrote in response to question 1J, what would you have concluded about the effect of cortisol on daily torpor in this experiment? What additional rule must the data follow to prevent you from drawing incorrect conclusions in an experiment like this? Write this rule in your notebook. Answer: if one simply compared the control and treatment groups during the week of treatment, one would conclude that cortisol increases the use of torpor in hamsters. Additional principle: treatment groups must be balanced so that any differences in response can be attributed to the independent variable being tested.

E. What could account for the differences in the frequency of daily torpor observed during week 1 of the experiment? List as many possibilities as you can. Answer: individual animals can vary tremendously in their use of daily torpor; in a variety of mammalian species that display daily torpor, some individuals are inherently more “torpor prone” than others (18); in rodents displaying daily torpor on a seasonal basis (typically in winter), some individuals are photononresponders that fail to adopt the winter phenotype, including the use of spontaneous daily torpor, even when they are exposed to the short days typical of winter (17). In some species, there may be sex differences as well (11). If random assignment had resulted in groups with different proportions of torpor-prone and torpor-resistant animals, the data obtained before treatment would likely differ significantly. The smaller the sample size, the more likely that random assignment of individuals to treatment groups will result in unintended, significant differences between groups.

F. Now consider a situation in which the two randomly selected treatment groups each contain 50 rather than 8 hamsters. Is the likelihood of creating groups with significantly different torpor patterns at the beginning of the experiment greater or less in the 100-animal experiment than in the 16-animal experiment? Answer: this is much less likely in the 100-animal experiment. Larger sample sizes reduce the probability that unbalanced groups will be created through random assignment.

G. If the experiment design were changed so that torpor in each animal is measured for 1 wk with vehicle treatment and for another week with vehicle plus cortisol, how should the experiment be designed so that it is adequately controlled? Answer: an alternative design is to subject each individual to both treatments, with one-half of the animals receiving vehicle only first and the other half of the animals receiving vehicle plus cortisol first.

Fig. 5. Average torpor duration over 7 days measured before and during treatment with cortisol in drinking water.
H. What statistical test would you use to analyze the results of the experiment described in question 2G above, and what exactly would you compare? Answer: a paired t-test should be used to compare all measurements in one treatment (vehicle only) with all measurements in the other treatment (vehicle plus cortisol).

I. For some kinds of independent variables, an experiment in which each animal receives both treatments is highly effective; for other kinds of independent variables, it is less effective. What kinds of independent variables fall into each of these categories (effective or less effective)? Give as many examples of each type of independent variable as you can. Answer: independent variables without long-lasting effects (e.g., acute exposure to a particular ambient temperature or short-acting hormones) work well with this kind of design, whereas those with long-lasting effects (e.g., some steroid and thyroid hormones, lipopolysaccharide treatment, addictive drug treatment, or any treatment to which animals habituate rapidly) are less suitable. In the latter case, although the experiment is technically controlled, the aftereffects of the previous treatment may reduce the power of the experiment to reveal any biological effects because the effect of the paired analysis is to average the responses of all experimental subjects.

Question 3. When animals are divided into treatment groups for experiments, the goal is to produce balanced groups. For each group of animals described below, state whether you think using random assignment to create two groups of equal size would be successful in producing balanced groups. Assume that you will use all of the animals in each example (e.g., if you start with 20 animals, you will create 2 groups of 10 animals). Briefly explain your reasoning.

A. Twenty inbred mice of the same age and sex. Answer: the experiment is highly likely to be successful because individuals are extremely similar, not only in genetic makeup but also in age and sex.

B. Twenty inbred mice of unknown age. Answer: the experiment is likely to be successful, but the risk of unintentionally creating unbalanced groups is increased because age, and possibly sex, are not taken into account. If the ages and/or sex are unknown but equal for all mice, this risk is reduced. Body mass may serve as a useful proxy for age, especially if the animals are relatively young.

C. Twenty outbred captive mice. Answer: the experiment is quite likely to be successful, but slightly more risky than that for inbred mice because there is greater genetic diversity.

D. Twenty recently captured wild mice. Answer: the experiment is much less likely to be successful, since individuals can vary considerably in genetic makeup, age, and experience.

E. One hundred recently captured wild mice. Answer: increasing the sample size greatly decreases the risk of creating unbalanced groups by random assignment. This experiment is much more likely to be successful than that in D.

F. Based on your answers to the above questions, write some general rules for identifying situations in which random assignment is a good choice for creating experimental treatment groups and situations in which random assignment is unlikely to be a good choice for creating experimental treatment groups. Write these rules in your notebook. Answer: random assignment is most likely to be a good choice for genetically similar animals (e.g., inbred laboratory strains) of known age and sex and for large sample sizes. This method is less desirable for wild animals, small sample sizes, or any situation in which there is considerable individual variation in the trait(s) being measured.

Question 4. Figure 6 shows the results of a study in which VO₂ was first measured in all animals at 30°C (time = 0 min). These baseline VO₂ were used to separate the animals into two groups. One of the groups (experimental) was then subjected to a new temperature (20°C), while the other group (control) remained at the original temperature. After 90 min, when the animals had equilibrated at the new temperatures, the VO₂ of all animals was measured again. (Note that although error bars would normally be included in such a graph, they have been omitted for the sake of clarity.)

A. The two-headed arrows on the graph represent four possible statistical comparisons. For each comparison (A–D), name the specific statistical test you would use if this was the only comparison you were making. For each comparison (A–D), if you were to find a significant difference in this particular comparison, which independent variable(s) would be responsible for this difference? Answer: for comparison A, a paired t-test shows differences due to temperature plus all time-dependent extraneous variables such as habituation, learning, prior handling, etc. For comparison B, an unpaired t-test shows differences due to temperature alone. For comparison C, a paired t-test shows differences due to temperature plus all time-dependent extraneous variables alone. For comparison D, a two-sample t-test shows baseline differences between groups due to individual differences in VO₂.

B. It is best to limit the number of statistical comparisons that are made in a single experiment. Fortunately, only one comparison shows the effect of temperature alone. Which comparison is this? Answer: comparison B.

C. Why is it important to balance the two treatment groups after the baseline measurement is made? Answer: if groups are not balanced initially, at least some of the difference in comparison D may be due to individual differences rather than to the independent variable, temperature.

Question 5. Figure 7 shows the results of an experiment testing the effect of a mild sedative on activity in a nocturnal rodent. Baseline activity data were recorded at time 0 and used to create balanced treatment groups. Activity was then recorded again after each group had received its treatment: the
experimental group was treated with sedative plus vehicle, whereas controls were treated with vehicle only.

A. Indicate on the graph which group is the experimental group and which is the control group. What do you conclude about the effects of the sedative from these data? Answer: most students will assume that the group with little change in activity represents the control group. With this assumption, one would conclude that the sedative increases activity.

B. Although most people assume that the group with the least change over time is the control group, this is not necessarily true. The reverse might be true, for example, if the activity of the nocturnal rodents in this experiment was first measured during the day (when nocturnal rodents are sleeping) and then measured again during the night, after treatment with the mild sedative. Because the animals are nocturnal, their activity at night with the sedative is still higher than that during the day, when they are completely inactive with or without the sedative. Switch the designations of “control” and “experimental” that you indicated in question 5A above. Now restate the conclusion you would draw from this experiment. Answer: the sedative decreases activity in this species.

C. Propose another explanation for why the activity of the controls might increase after treatment with vehicle while the activity of the animals treated with vehicle plus sedative remains the same. Answer: one hypothesis is that the vehicle itself may have the unintended effect of increasing activity, but, when given in combination with the sedative, it results in no change in activity. Note, however, that this alternate explanation does not alter the conclusion reached by comparing the activity of the two groups after treatment, namely, that the effect of the sedative is to reduce activity in this species.

D. What general points (or principles) are illustrated by these data? Answer: one must always compare control with experimental treatments (rather than experimental animals with themselves) in this experimental design. In addition, controls do not always stay the same over the course of an experiment; this is the very reason for needing a control group (as in design 1) or a control for treatment order (as in design 2).

Question 6. In a recent study, researchers tested the cardiovascular response of human subjects to immersing their faces in water. The heart rate of each subject was measured after the subject had been resting quietly for 1 min. The subject then immersed his or her face in cold water, and the heart rate was measured again.

A. Explain what can be learned from this experiment. Explain what cannot be learned from this experiment. Answer: this experiment tells us the combined effects of time since the first heart rate measurement plus the effect of immersion in cold water. It cannot tell us about the effects of cold water immersion alone.

B. If you could redesign this experiment, how would you change it so that it is properly controlled? In your explanation, include the name of the statistical test you would use to analyze the data, and specify exactly which data you would compare with this statistical test. Answer: measure the resting and immersion heart rate in all subjects, but measure resting rates first in one-half the subjects and immersion rates first in the other subjects. Use a paired t-test to compare all resting heart rates with all immersion heart rates.

C. In the redesigned experiment you described in question 6B, which group is the control group? Answer: neither group is the control group. The experiment is controlled by the random order of treatments rather than by comparison with a control group. The resting treatment may be considered a control treatment; both groups experience the control condition but in different orders.

Question 7. What is a control? Write a general definition that could apply to any experiment in which a group of subjects is designated as a control group. How would you describe the control condition (or treatment) in an experiment in which all subjects experience the control condition but in different orders? Answer: a control group is a group of animals that receives treatment identical to that of the experimental group except that they are not exposed to the independent variable of interest (general principle 2). Similarly, a control condition or treatment is identical to the experimental treatment except that the subjects are not exposed to the independent variable of interest. Note that what constitutes the control condition for an omnipresent, continuous variable such as ambient temperature is not always obvious. The experiment may simply be comparing what happens at two temperatures, but the rules for setting up and analyzing the results of the experiment are the same.

Question 8. Does every well-designed experiment have a group that is designated the “control”? Describe a controlled experimental design in which no single group is the control group. Answer: see experimental design 2 (Fig. 1). See also the final note in the suggested answer to thought question 7.
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